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PROJECT SUMMARY

At the start of ocur work in June 1971, three
principal tasks were asslgned. Slightly restated,
these tasks were:

(i) Develop & deterministic slgorithm for
guldanece to rendezvous with comets and asteroids
that can handle expected large target ephemeris
eTrors.

(ii) Define the problem of determination of
rotational state of a tumbling asteroid or cometary
nucleus and develop possible schemes for this
determination.

{1i1) Investigate possible cantact rendezvous
schemes including the "harpoon" technique.

During the first year, a detalled investiga—
tion of n rendezvous guldence technigue based on
"encounter theory" was conducted. The definition
and formulaetion of the tumbling problem was made
and several possible algorithms phrased. A first
investigation of the harpcon problem was conducted
and freguencles and acceleration levels ldentified.

Early in the second year work, & successful
deterministic rendezvous guldance algorithm based
on optimal contrel theory was developed., The
altorlthm was consldered sufficiently importent
that, with egreement of NASA, more emphasis was
placed on the rendezvous investigation. To
accommodate this work, the harpoon study was set
aside. An effort was initisted on the rendezvous
navigation problem wherein messurements are made
and statistically processed onboard the spacecraft
to provide the relative state information required

For input to the guldance algorithm. Expenditures
on the eontract were low enough se that in June
1972 e no-cost extension of the work to September
1973 was possible. At this time the changes in
objective were formalized and principal tasks were
restated te lnclude the navigation work (and elim-
lnate the contact-rendezvous and harpoon investiga-
tion).

In September 1973, delays caused by installa-
tion of a new computing machine at the University
vrevented generation of final data. The contract
cempletion date was again extended, at no cost,
to December 15, 1973, to allow time for this data
generation and report preparation.

The final report of our work is presented in
twe volumes:

Part I. OGuidance and Navigation Studies

Part II. Tumbling Problem Studies

Each of these volumes presents the technical
details of the analyses conducted, the principal
conelusions made, and listing of the computer
programs employed, including descriptions of the
operation of the programs, Technical abstracts of
the work are included in emsch volume. In Part I,
the body of the report reproduces & paper prepared
for the ATAA 10th Electrie Propulsion Conference
entitled "Solar Electric Propulsion for Terminal
Flight to Rendezvous with Comets and Asteroids.”
{ATAA Paper No. T3-1062). The title was changed
for inclusion in this report and a few typograph-
ical errors were corrscteg.
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ASTEROID ENCOUNTER AND CONTACT
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PART T.

Abstract

A guidance algorithm that provides precise ren-
dezvous in the deterministiec case while requiring
only relative stete information is developed. A
navigation scheme employing only onboard relstive
mgasurements 1s built around a Kalman fllter set
in measurement coordinates. The overall guidance
and navigation procedure ir evaluated in the face
of measurement errcora by a detalled numerical
simulation. Results indicate that onboard guldance
and navigetion for the terminal phase of rendezvous
is.possible with reasonsble limits on measurement
errors.

I. TIntroduction

Solar electric propulsion (SEP) has been iden-
tified as the most promising means of attaining
the high dynamical energies that are reguired for
missions to comets and astercids. However, the
continuous nature of SEP complicaetes tra)ectory
dynamics and introduces difficulties in guidance
and navigation of the spacecraft. Handling these
difficulties wlll require formulstions that are
different from those used for the impulsively cor~
rected ballistiec trajectories employed for plan-
etary missicns to date. Errors in SEP level and
direction will be an important concern also because
the errors occur over the whole trajectory and will
be difficult or impossible to determine in mdvance
or by direct measurement during flight.

Another problem is that the ephemerides of
gsteroids, and especlally comets, are not as well
kncwn as those for the plenets. Advance knowledge
of the position of a comet such as Encke may be in
error by 100,000 km. or more. One reason for this
is that comets and astercids are not cbserved over
thelr full orbits or in as much detail ss are plan-
etary bodies. And the orbits of comets and aster-
oids of interest are more complex than those of the
planets because of perturbative effects along
their extended, eccentric orbits. Also, comets
are acted upon by non—gravitational solsr redia-
ticn pressure and electromagnetic force.

The spacecraft may proceed along a nominal path
for meny months or a few years and when the target
can be viewed, it is found that the target is not
where 1t is expected to be. Assuming sufficient
control authority 1o correct for this' error, there
is then the navigation problem of determining the
relative position and velocity of the spacecraft

GUIDANCE AND NAVIGATION STUDIES

and target for the generation of terminal guidance
commands, While transponders allow the spacecraft
to be tracked from the esrth with good accuracy,
the accuracy of earth-based tracking of the target
is much less accurate and relative state cannot be
determined with sufficient precision by differenc-
ing such earth-based data. It will be necessary
to meke reletive measurements of some kind from
onboard the spacecraft to insure successful ren-
dezvous .,

So. 8 centrel problem ie determination of types
of onboard measurements that can or need be made.
But, this problem is tied to the detalls of the
guidance and navigation algorithms to be used and
the two guestions must be handled together.

Our investigations have led to a terminal

_guidence algorithm that gives accurate rendezvous

in the deterministic case while employing a know-
ledge of relative state oply. With sufficiently
accurate relative state estimstion and control,
rendezvous 1s possible without use of ground based
measurements. And if onboard systems that fit
accuracy, weight, power, and cost regquirements are
available, a fully sutonomous guidance snd navige-
tion system is possible. Such a system would
elimingte signal delsy for deep space targeis or
time-critical terminel maneuvers apd relieve a’
heavy work load for ground based tracking systems.
Very frequent measurements would be gvailable and
the accuracy of attainment of terminal conditions
improved. There 1s, of course, the important
question of avallability of necesssry onboard
measurement and computation systems., Preliminary
considerations indicate that required equipment is
probably within the capabilities of present tech-
nology. A more definitive answer to this question
can be given after evaluation of possible guidance
and navigation schemes has been made and specific
system requirements ldentified.

The objective of this paper iz to present an
approach to the onboard terminel guidsnce and
navigation problem and Scme first results that
indicate the spproach does not require unreason=-
gble onboard equipment.

‘II. The Guidance Algorithm

Simplicity 1s a first eriteria for an cnboard
guidance scheme. And second, for cemet and aster-
0id missions, the scheme must be broadly adaptable
to off-nominal sltuations because of expected



ephemeris errors. It would be desirsble if the
gcheme is not based on linearization about a
nominal, but could proceed from any state point to
the desired terminel conditions.

ggnctlezvous X4 S/C

5,

Sun

Fig. 1. Rendezvous Geomeiry.

The gecometry and variables used to phrase the
rendezvous problem are defined in Figure 1. The
mass of most asterolds and certainly of comets is
so small that i1t can be neglected in approach to
rendezvous. Appropriate to onboard guidance, the
equations of motion are set in coordinates
relative tc the target:

R=fF+a (-2 (1)

where F ie the SEP thrust acceleration and G is
the universal gravitational constant. The problem
is to determine F given the stste of the space-
eraft and target. An importent simplification
would be had if F could be specified knowing cnly
the relative state of spacecraft and target. OFf
course, the dynamics of the problem are not fully
specified by just relstive state, but as will be
found , this simplification is posasible in e
practical sense. The size of the sun's gradient
effect as expressed in the second term on the
right of Eq. {1) is the critiesl fector. In
general , this term is lerger the farther the
spacecraft is from the target and the closer the
target is to the sun. If we consider a target
position of about 1 to 1.5 a.u. from the sun and
g spacecraft position of 1.5 % 108 to 2,0 x 108
km. from the target st renderzvous, then the
gradient force is of order 10-5 to 10-% g's.
Expected maximum SEP levels are about 10-%* g's.
S8o. 1t is not unreasonable to ignore the gradient
effect as a first approximation. The gradient
effect could, of course, be included as g thrust
separately calculated from approximate knowledge
of the target ephemeris, In either case. the
guidance problem reducec to free space and can be

handled by & mmber of availeble mathematical
approaches, These ideas are not new, having hegn
previously employed by Cherry for lunar orbits.{3)

Written out in rectangular ccordinstes centered
at the rendezvous point, the equations of motion
are

= Xh

Xy = Xg

Xy = %g

. _ @E 3

Xl& = Fl + 3 [51 - Dl (8/D)3] (2)
. _ EM_ 3

5 = Fy + " fs, - D, (s/D)3]

¥ = €104 _ 3
Xg = Fg + 53 [53 D, {s/D)3]

where the subscripts indicste components in the
corresponding coordinste directions. M Is the mass
of the sun. In the spirit of approximation
discussed above. the gravitational gradient terms
on the right of the last three of Egs. (2} are
dropped. The remaining equations are linear.
deseribing Jjust a free space motion under the
sction of contreols F1, Fo, F3.' With BEP thrust,

g most meaningful ecriteria for choosing these con-
trols is to minimize their time integrated square.

Tp
J = J. B A F32) at = minimum (3)

T

[}
With this starting point, the solution was de--
termined by Abererombie.(*) The method was essen-
tially the seme as employed by several cthers on
related problems, and is a standard procedure from
optimal control theory.{%}) The result is

po= (- 23+ 1 (1o Wy,
o [+] Q o]
6 2 2 3
Fa [T_Z (1- ;I“)]XQO + {'r_ {1- T_T}]XSD (L)
Q e} < o
6 2 2 3
Py = 3 (1 $1%50 + [ (- Pxgg
=] Q o o}

where the Xio, etc., are the initial conditions and
T=Tp - T 15 the time to go. Note that the thrust
components vary in a simple linear way with time.

The guidance algorithm expressed ip Eq. {U4) was
evaluated with double precision digital simulation.
Assuming a Geterministice situation in which state
is known initially, the full equations of motion,
Eqs. (2}, were integrated for a period (the guid-
ance interwval) with controls specified by Eq. (4}.
Because of the approximations made in obtalning the
free space equations, the true state differs from
the free space sglution., At the end cof the



guidance interval, perfect navigation is assumed,
the algorithm is updated with the new, true state,
&nd another period flown. This procedure is
repeated until rendezvous is obtmined or the path
diverges. Simulgtions were run for typlcal mis-
sions to comets Encke, D'Arrest, and Kopff.
Initial eonditions were taken from mission studies
made by Friedlander.(®) Update periods from con-
tinucus to 5 days were employed. The singularity
in the algorithm when tlme to go becomes zero was
avolded by pushing time to go shead two guidance
intervals at the end of the tra)ectory. The time
to go push was continued after rendezvous in the
case of Encke to examine station-keeping properties
of the algorithm. The initlal conditions were
varied over ranges of 10 degrees in direction of
relative velocity, 10 percent in magnitude of
relative veloeity, and 100,000 km. in position to
represent initial target ephemeris errors.

In no case was divergence of the trajectory
found, The trajectories were essentially straight
line approaches to the rendezvous point. Because
of the crude time to go push, there were overshoots
of the rendezvous points, but eccurate rendezvous
was cbtained within one or two days of the pre-
specified time (40 days). In later computer rums,
the overshoot has been completely eliminated by
reduction of the guidance interval to 0.1 dsy and
the time to go push to one such guidance interval,
The spacecraft then performed small escillations
sbout the rendezvous point that inereased slightly
8s target periapsils was approached and decreased
after periapsis. For Encke, with a guidance
update of 0.5 days, an overshoot of sbout 40 km.
was obtained for a rendezvous standoff distance of
100 kxm. in each coordinate direction. After Lo
days from guldance initiastion, slow oscillations of
8 few meters amplitude near the rendezvous point
occurred, The amplitude increased to somewhat
less than 500 meters near periapsis at 100
deys and decreased to a few meters by 165 days.
Better time to go meanagement would improve these
results. The thrust levels during station keeping
were extremely low; smaller than 0.5 x 10-8 g's,
Fig. 2 shows typlecal thrust histories for the
approach phase for the three comets. It was con-
c¢luded that the free space optimal control algo-
rithm performed well enough deterministically to
warrant investigation with simulation of & real-
istic navigation scheme.

8
71 \
DARREST
6
Thrust Acc. 5
lg's x 10%] 44 KOPFF
3 ENCKE
2.
1.
o . . . .
0 10 20 30 40

Time |days)

Fig. 2. BRendezvous thrust histories.

ITI. Navigation Scheme

A Kelman filter was chosen for forming state
egtimates from onboard measurements. Among the
difftculties’ of practical nse of the Kalman filter
are two problems that arise because of the linear
nature of the Kalman formulation. First, linear-
ization of the system equations leads to a model-
ing error and 1% is possible that the first
estimate of & new state based on linemsr propagation
from & previous state may not be good enough for
the procedure to find a good statistical correction
to the first estimate. Second, the formulation
requires a linesr relation between the physlesl
quantities measured and the system state. BSuch
linear relation is not the usual case and direct
linearization of the true relations can lead to
gerious errors especielly when state 1s not close
to estimated values. Either of these problems can
produce unsatisfactory performance or divergence
of the filter. The problems have been discussed
extensively in the literature and there are many
ways of handling them,(7*®) We will focus on an
epproach that is simple from the computational
point of view.

The question of modeling error was first ex-
amined, A filter in which the measurements were
taken as the state variables themselves was
progremmed for digital computation. Numerical
simulation exhibited strong divergence. This was
attributed to the usual fact that the filter
reapidly reduces the state covariances and thus
essentielly ignores new measurements as they are
made. At this point, one standard fix is to
insert noise into the basic system equations. We
tovk an even simpler approach and froze the state
covariance mgtrix after 5 to 10 guidance cycles.
This technique worked extremely well. Starting
with gross initial errcrs of 10 percent of the
relative state elements (200,000 km. and 150
m/=ec.}, rendezvous was attalned with position
errors of sbout 5 km. and velocity errors of about
0.1 m/Bec. This was accomplished with the
previcus, crude, two-step time-to-go push. We
concluded modeling error would be menageable even
if requiring & more sophisticated apprecach in a
final formulation.

A method of Mahra(?®) was chosen to handle the
state~measurement relation problem. In his
approach, the filtering process is carried cut
directly in what we term measurement veriables.
The system state is transformed from the rec-
tangular coordinates used for the guidance problem
to new variables, some of which are the measure-
ment gquentitles themselves, A one-to-one relaticn
between state deseription and measurements then
exlsts. However, this approach dves, as we will
see, introduce certaln other approximations into
the statisties, but, as results show, these are
not critical.

The measurement varigbles vector 1s taken as
y=(Ruv®uv)T, wvhere u and v are the direc-
ticn cosines for Xy and Xp». The transformation
from stete variables y = g(¥X) is



= %
R = [(x+0)) + (X;*C,) + (x5+C,)1]
u = (X+C,)/R
v = {(X,+C,)/R
. 2 ) W)
R= [(xl+cl)xh + (){2+02)}1:5 + ()c3+c3 Xs]/R
u = (X,-Ru)/R
v = (xs-fhr)/R
The inverse transformation X = L{y} is
3 EwR-G
X2 = vR - CE
X, =wR-0C
P (s)
Xh = Ru + Ru
X = Rv + Rv
Xs = Rw + Rw
where, w2 = 1 = u? - v2

Any desirable subset of y can be chosen az the
actual measurements: range R; direction cosines
u and v; range rate R, etc. The fllter process
then proceeds as follows. Starting with a best
state esiimate ﬁk at time Ty, a first estimate xt
at time Ty,; is Pormed by a linear extrapclatien
through the state transition matyrix ¢ for the
linearized system

. -
el = % X (6)
where,
o 3] 0 Bk 0 4]
[+ o, 0 0 Bk 0
o] 0 4] 0 B
4 = * 8 (7}
'(k 0 0 Gu ¢ 0
0 Y 4] 0 _Ek 0
4] 0 Yy 0 o} Gk
- =
and
T T T.
_ Tkl k+l k+l,2
T o (3(—==) -2 (—=)*]
T T 2
- k+1 k+1
B = Tl E(_Tk ) - (—Tk )]
T T. 3 (8)
+ +
v = - SR (LY
'rk k . k
lSk =3 (ﬂ)z -2 (_kt];)
T. T
k
with the time to go given by
=T " T 0 Tk T T 7 Ty (9)

We then trensfer to the measurement varlables
with Eq. (L) in the form

y-r = g(x*), {(nenlinear) {10)

The best estimate of the state at Tk+1 is then
glven by Kelman's relation

il = Va1 * Kpag (Zpan -~ Brp) (11)

where zp4j are the actual messurements, His &
rectangular matrix of ones and zeros that picks
from the 3"£+1 vector those elements that
correspond to the actual measurements, and Kyuqp
is the Kalman gain {yet to be calculated). We
then transform back to the state varisbles with
Eq. (5) in the form

ik-i'l = !‘(§k+1)’ {nonlinear) {12)

The Kalmap gain is calculated by

T T o
Kol ™ Meap i B (H Mgy H4N) ! (13)

where N is a diagonal square matrix of the
variances of the measurement errors and Mycyj /x
13 the transferred covariasnce matrix of measure-
ment variables celculaeted by

T .
M/ = Y Mo % (1%)

where,. Yy is the state transition matrix for the
megsurement variables and My /x is the measurement
varisbles covariance matyrix at Ty. (Note that no
state disturbance has been included) It is here -
in the construction of Yy that epproximations are
made, Mshra observed that

3y, ay. a3
be = (B ( ok i)

¥y G Wy
or,
- (& 22y
b = Grhenn % Goyphx (15)

The matrices {84/3y) and &, are available from
the best estimate of state at Tx. To form
{9&/9%)y47, we use the first estimates at Ty4y
obtained by linear extrapclation from Ty. The
matrices (94/3y) and (9g/9x) are not written out
here. They can be found in Mahra's paper.(?) all
that remains is to propagate the covarlances to
the next time and this is dene with the usual
relation

Mool el = (r - L H) LA (16)

IV. Guidarice and Navigation Evalustion Procedure

Performance evaluation of the overall guidance
and navigation scheme requires accurate numerical
simulation. A covariance analysis alone will not
suffice because of the nonlinearities of the basie
dynemics. Fig. 3 is a schematic of the procedure



employed. Starting at & time Ty, an estimate of
the state x, is presumed availsble. For evalua-
tion, the exact state xx 1s alsc specified at this

time. The estimate %) is put into the guldance law
i - i
ek A LT - rem L'
X, Xoan Yier Filter Your Ko
i
! [Guidance z iy Guidance
| Law kel et Law
|
: 9(x)
: Noise
1
Eqs. of Precise Eqs. of
Xe Motion Integration Kot Motion
Fig. 3. Evaluetion Scheme

to generate the SEP thrusting teo be used. The
equations of motion including the full effect of
the sun and Keplerian motion of the target are then
integrated accurately (fou:th—order Eunge-Kutts) to
a time Ty41 when messurements will be available.
The integrated state xg4] is then transformed to
measurement variables and appropriate noise added
to simulate actuel measurements Zy,,. To represent
the onboard computations, the state X is propa-
gated to time Tg4] through the trensition matrix
#.. The nonlinear tramnsformation g(x] to measure-
ment variebles iz then made to give a first
estimate yT. The Kalmen gain is then calculated
with Eas. (13), {1k}, {15). The filtered estimate
Fi+1 is then made with Eq. (11}. This estimate 1is
then transformed nonlinearly with i(y} to obtain
the new state estimate ik+l' ind so on., The com-
puter program for these computations has been given
the acronym CANDER for Guidance and Navigation
Development snd Evaluation Routine.

V. Results

The computations for deterministic evaluation
of the guidance algorithm were ilnitiated at ranges
as large as 2 x 10° km. However, such ranges are
not possible for onboard range and range rate
measurenent with equipment that fits reasonable
weight or power regquiremente. We could find no
information that gives specific distance and
accuracy limits for various weight and power allot-
ments except at ranges less than 2000 km. (10}
Seversl discusslons led us to believe that 50,000
km., renge and 10 measurements per dsy are conser-—
vative limits. At 50,000 km., optimal trajectory
studies (®) and our deterministie investigations
indicate relative veloelty of 20,000 km/day is
appropriate. The 50,000 km. range and 20,000
km/dey relative veloelty correspond to & point in
time about 5 days hefore rendezvous.

Since specific accuracies could not be identi-
fied, we conducted evaluations with two sssumed

STANDARD DEVIATTON

measurement error sets representing accurate sand
rough measurements. Angular measurements from
onboard seclence TV gives accuracies of about 20
arc seconds.{}#2) To allow for onboard implement-
ation, we. chose twice this level of error for the
angular measurements (.0002 redians or L1.3 arc
gec). This and other error levels used are shown
in Table 1.

Table 1. Meassurement error sets

BET I SET II

41.3 arc see Ll.3 arc sec
. 002 Range

L.63 em/sec

Angular Error
Range Error .03 Range

Range Rate Error 1,15 mfsec

The remaining information necessary before
evaluations can be made is the error in relative
state information between spacecraft and target.
It is obvious if final phase of terminal guidance
is initiated at 50,000 lm., that an ephemeris
error of 100,000 ¥m. {such as for Encke) cannot be
tolerated. A preliminary study of onboard pre-
final phase orbit determination indicates an
improvement of relative position knowledge by as
much as a factor of 20 by use of onboard relative
angular measurements only. This result was ob-
tained on the basis that the prinecipal error in
target ephemeris is time of periapsis passage.

We assumed half of the estimated improvement and
used 10,000 km. error In each positicn component.
An error -of 1000 km/dey (11.5 m/sec) was assumed
in each veloclty component. The initial state
covariance was constructed using these values as
the standard deviaticns.

In initial computer runs, a gross filter
divergence was found as expected. The divergence
is cbvicusly due to the modeling error introduuzd
by approximations in the system dynamics. The
covariance matrix rapidly decreased in size and
new measurements were not weighted enough. 0ne
method of handling this problem is to introduce
process noise directly into the differential equa-
tions. This has worked quite successfully
before (!>2) but does introduce additional cemplex-
ity in filter computaticns. A constant or adjust-
able matrix could also be added to the covariance
matrix to control size of the principal elements.
A nearly equivalent procedure was decided upon.
After several guidance cycles, the covariance
matrix had reduced in size considerably and we
simply "froze" the matrix at this point. Results
showed that & "freeze" after 10 guidance cycles or
one day gave reasongsble results. Certainly, this
procedure ig congervative, Of course, a procedure
for better management should be developed for any
actual system. But, our oblective ig a first
evaluation and if reascnable results can be
cbtained with the ¢rude freeze, then only improve-
ment can be exXpected with further development.

The navigation errors for the two data sets are
shown in Figs. 4 and 5. A standard computer
routine was used to generate noise to simulate



actnal measurements. Different error segquences
were used for each date type. Three different
groups of the two runs for the accurate and rough
data sets were investigated. There were no great
dlfferences in the resulis for the three groups.
All groups were tergeted &t a point 100 km. in
each coordinaste from the target.

10,000
—-— Position
1'000 - Veloc:lly
Position :
[km.)
and
Velocity
| kmdayl :
100} A
el
10.5 4 3 2 1 [¢]
Time to go [daysl!

Fig. 4. Navigation Errors for Data Set I

16,000
— Position
Velocity
1,000{:
Position :
lkm]
and
Velocity
ikmAda
Aday| 100
10
5 4 3 2 1 a
. Time to go Idays)
Fig. 5. Navigation Errors for Data Set II

For the accurate data Set I, the terminal
rendezvous errors were sbout 58 km. snd 50 km/day
{0.58 m/sec). For the rough date Set II, the
corresponding numbers were 280 km. and 860 km/day
(10.0 m/sec). An exemination of the error histories
indicates, however, that much better results could
be obtained with better statistical mansgement.
After initistion of the procedure at 5 days time to
go, there i a rapid decremse in error from the
initial values of 17,320 ¥m. and 1732 km/day. It
would seem that a better freeze time than 1 day
could heve been chosen. But, again, we were not
interested in forcing the results. By a time of
gbout one dgy before rendezvous, the errors settled
down to sbout 15 km. end 25 km/dsy for the accurate
Set I and to about 100 km. and 100 km/day for the
rough Set II. After this time there is what
appears to be & filter divergence to the final
values. Exsmination of the differences in the

extrapolated first state values end the filtered
estimates confirm this is the case. No serious
attempt was made to correct this divergence since
the freezing procedure would probably not be used
in any actual implementation.

The SEP thrust accelerations required for the
two dats sets are given in Fig. 6. The levels do
not exceed values that are reasonable for proposed
SEP systems. For the accurate Set I, the thrust is
essentially constent over the whole periced with
deviations of only sbout the 5% error that may be
expected from the SEP thrustors. For the rough
SET TI the deviations are larger but not extreme.
The initial lower value arises because on the first
few guidance eycles the vehicle does not know where
it is. The increasse during the last half day also

1 JR——
—— Data Set [
e Data Set I :
Thrust Acc. &
Ig" x 10!] ]‘\‘--"'. . P . =
A
2
o
5 4 3 2 1 Lv]
Time to go [daysl
Fig. 6. Thrust Histories

arises because of navigation error. Examination of
the detailed trajectories shows that the vehlele is
on track to rendezvous, The filter problem nhear
rendezvous discussed in the previcus parsgraph is
the cause of thrust increase. In the sample data
form in which the guidance equaticns ere written,
there is no numeriecal sipgularity except at ren-
dezvous., In the case of the rough data Set II,
fixing the thrust at a constant value of about

5.5 = 10-8 actually leads to more accurate rendez=
vous than fellewing the incorrect filter estimates
during the last half dsy, indicatirg the terminal
point control problems may be helped by reducing
frequency of guidance updates near the end of the
tra)ectory so as to avoid smell corrections in

very small time, The nearly constant SEP level
over most of the path also indicates s reduced
guidance update frequency may be possible or
desirable there as well.

Vi. Conclusicns

The filtering procedure used was certainly not
the best that can be envisicned. Addition of
process noise, or & basic improvemert in the ex-
trapolation of estimated state would give major
improvement of results. Alsoc, the study did not
include errors 1n the SEP thrust level. But
thrust level changes due to navigation errors were
82 large or larger than the 5% expected with the
SEP thrustors. Of course, the SEP errors must be
included in any more detailed analysis. We



coneclude that onboard navigation is possible with- T.
out unreasonsble acecuracy requirements for onboard

measuring equipment. But further investigation is

clearly necessary to obtein definitive resuits.

For further study we suggest that the following "B,
be done:

1. Investigate methods of reducing modeling
error with emphasis on ease of onboard implement- R
ation.

2. Include SEP thrust errors and a constralnt
for constant thrust level and direction rather
than the linearly varying model now employed.
Errors may be handled a8 noise or perhaps estimated
as new state variables in the filtering process.

10.

3. Investigate methods of thrust level control
not only at the end point, but during the whole
terminal phase., While excessive thrust was never
encountered in our investigetion, other missicns
may have to contend with gross off-nominal condi-
tions that can call for excessive thrust unless an
antomatie control is incorporated in the procedure.

4. Investigate onboard metheds of target orbit
determination that will reduce the target ephemeris
uncertainties.

5. Investigate the possibility of dispensing
with some of the measurements wused here with the
objective of simplifying onboard systems.

6. Determine instrument capsbilities, power
requirements, weight, ete.., for onboard messure-
ments up to ranges of at least 50,000 km., and
further, if possible.
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APPENDIX - COMPUTER FROGRAM GANDER

General Program Description

The GANDER Program is written in FORTRAN IV and
used with the IBM 370/155. The progrem is &
research tool, not a developed production routine.
The steps in the simulation and the names. of the
gubroutines that carry out these steps are as
follows.

A fourth order Runge-Kutta subroutine, RUNEUT,
is used to integrate the dynamic forces in GOFZ$
over subintervals of length DT, at each time step
(DELT), cbservations are tsken in OBSERV and the
filter is used to predict the state in FILTER. The
information generated is then put out on Unit 6
and terminel conditions are checked in CYCLOT.
Progrem sequencing and execution ls controclled by
subroutine CYCLE. Subroutine TARGET is used to
generste the comet's position. The name, NOISE, is
a dummy name for the functions URAND (Umiformly
distributed random numbers) and GRAND (Gaussian
distributed random numbers). Ten (10) independent
noise channels ere shared by these two functions,

Subroutine Names and Descriptions

MATN * Reads in system data and calls CYCLE.

CYCLE -~ Controls sequence of cperation and
transfer of data between XT and SP.

RUNKUT + Fourth Order Runge-Kutta Integrator.
Dynsmics are provided by DOFX$ and
guidance by GO¥X$. Called by CYCLE.
Performs N integrations of step slze
T at zach eall.

+ Entries:
RKINIT called by CYCLE.
Initimlize internal variables snd
read in XT.

DOFX$ * Campute contribution of dynamics to X.
J 1s the index of the components of
XT.

Entries:
DOFX$: Compute data to be used by
8l]l components.
DOFX: Compute each component,
DXINIT: Initialize Internal con-
stants and reed in ccmet data.

SPECIAL -~ Calls terget for comet
position.

GOFX$ . Seme as DOFX$ except XP is used as
varigble. May call GRAND.

FILTER - User supplied slgorithm to calculate
¥P. {Basic Kalman filter used in
present listing)

« Entries:

FLINIT: Used to initislize arrays.

QOBSERV
CYCLOT -
TARGET -
MINV
GRAND -
LSCNT -
URAND -

SPECIAL: 7Varisble ICNT is used +o
bypass covariance update section
after preselected number of cycles.
Calls MINV

Generates ZT; may call GRAND.

Qutputs data and checks for end of
run.

Entries:
CYCLOT: OQutput data

TERMIN: Check for end conditions
satisfied.

RECAP: If end conditions satis-
fied; output minimm normed
distance, velocity and assoclated
times .

CYINIT: Initialize internsl
constants.

Comet's position by selution of
Kepler's Equation.

Gaussian elimination inversion
routine.

SPECIAL writes square (nxn) matrix as
a vector of length n?. (Modified
TEM 58P}

Generates Gaussian distributed randam
noise with given mean (BMEAN) and
gtandard devietion (STDDEV).

Calls URAND.

Generates random numbers over the
intervel [0,1]. (Modified IBM SSP}.

Noise channel nutber.

BLOCK DATA initimlizes smeed numbers for URAND

Varisble Names and Definitions

<

2T
ZP
VA
4L

LiE

DELT

True state vector.

Predicted state vector (loaded in
GXINTT)

XT-XF error in state

True observations

Predicted observations

ZT-ZP error in observations (RESIDUALS)

One BYTE logicel array used to control
sequencing of simulator (partially
implemented) .

One BYTE logical array for use by error
monitor (Experimantal program control,
not implemented),

Integration stepsize {true position).

Guidance update stepsize {predicted
position) must be an INTEGRAL multiple
of IT.



TI

ISLEN

IOLEN

gagbo

TSTAR

DELT/DT {an integer (exactly))
Integration start time
Integration end time

Number of elements in the state vector

{XT and XP).

Rumber of elements in the cbservetion

vector (2T and ZP).

Rendezvous stend-off distance.
Target sémi—major a.iis

Target mean motieon.

Target eccentrlicity.

Target eccentric anomaly.
Guidance initiation time.

Subroutine Initiallization Entries

I e L -

SUBROUTINES AND

Input Data
CARD NO. CONTENTS FORMAT .READ BY
REQUIRED SYSTEM DATA
i Title Card cAB Main
{L$L)
©  TRun Time Logical B80L1 Main
Flags (L3$E)
3 FRun Time Error aorL Main
Flags
L N, ISLEN, IOLEN 813 Main
5 TI, TF, DT, DELT 8710.0 Main
USER DATA
6 XU (initial condi- 8F10.0 RKINIT
tions)
T A BN ,EPS ,EO,TSTAR 8F10.0 DXINIT
B Cc 8F10.0 DXINIT

LINE NUMBERS ENTRY
GXINIT(JT)
3k, 35, 36 Initlal position error, kilometers.

37, 38, 39 Initial velocity error, km/day.

FLINIT .

188 Thru 193 Initial coveriance matrix (diagonal

: elements only in present listing).

OVINIT

61 Standard deviation of engular
measurement srror {EANG)

62, 63 Tix logical if statements. Do

...... not change (RMIN and RDMIN).

OBSERV

16, 1T, 28,

34, 40, 46 Mean, St'd. Dev., noise channel
{To generate rendom numbers form
GRAND). Ten noise channels
available.

27, 45 Renge error Std. dev. RFRAF(1)

33, 39 Range rate error, std. dev. RFRAF

o RFRAF(L).
FILTER
1l Nutber of guidance steps before

covariance freeze (10 steps in
present listing). Remove card
for no freeze.




GANDER ‘Program Listing

FORTRAN [V G Levol 24 MAIN
06Ol IMPLICIT REAL*B (A=~H,0-2)
2002 LUSICALTL LBLLSENLMONGLF,LLT e
noo3 CUMMAN/VSRBLE/ XTI 1 XPIGI W XET6Y 1 LT(6) 2 ZP(6) 4 ZELD)
0004 COAMON/THMER/DELT4DT o TIME,TT , TF N ISLEN: TOLEN
0005 COTMUN/SYSTEM/LSL (4019 LSE(LD)
S Vdue COMMLN/ASNT TRZLMING 20) o o
9007 CUMMUN/NUISE/IRANILO) . DGILO} ,RFRAF{6)
. _.2008 L COMMONZIFFSET/CE3)
oUuS GIMENSTON B{4s61 +RNT4sadsTHO( 4%}
0010 CATA LFEWLTAEST/
o01l 502 FURMAT{AOLL]
2 503 FURMAT(S548) e
U015 504 FORH4aT(AI3)
Q0 L4 505 FORMAT{(8FLO.O)
0015 602 FURMAT(IHO,380L1L1 Tt T T
0016 &03 FORMAT(LHO, 5AR)
JOLT 604 FLRMAT(LRO,' INPUT CARD LISTT]
_00le &06 FORMAT(LH 4///7)
2019 607 FORMAT(LHO,815] T .
- Qu20 6G8 FORMAT(LHO, LP6DL12.5)
0021 WRITC{&,604%) T
0022 READ(9,503) TITLE
0023 WRITE{6sGU3)TITLE
0024 KEAD(5,502)1L%L
ulzh WHITE(G, 602 VL 6L T )
w2e REAUISyo02)LSE .
0427 WhiTcl6,6020L8E T T
UJdZo READ(5,5u4)N, ISLEN, IOLEN
02129 WAl TE{oroUTINy TSLEN, [OLEN
__ 9930 READIB505)TI . TFOT+DELT
9031 WAl TE(G OOBITL s TR+ DT DELT
aode WRITELGrbOG ) .
QG 33 ] CALL CYCLE o
JUI4% STIP
0035 END
FORTRAN IV G LEVEL 21 CYCLE
D001 SUIVGUTINE CYCLE
ouoz IMPLICET REAL®™E (A-Hy0-7) B
w003 LOGICAL*L LSLoLSE,LMON,LE,LT
Q004 COMMON/VERBLE/XT(6) +XP{6) 4y XE(6)+2T(6) +2P (6} 42E(H)
005 CUMMGN/TSMERJDEL T DT TIMET1 2 TFo Ny IGLENs IOLEN
- D0ue CLAMON/SYSTeM/LSL(40) +L$E(10) o
Q007 COMMUNIMENITRALMONG 20}
I ES COMMIN/NUISE/IRANELO),D5(10) yRFRAF(6)
oudy COUMDN/OFFSET/CT )
g0 10 CATA LF,LT/ZE,T/
Jull CIMENGIUN BUlarb) sRNiGral s 16 %v4)
C =xrx INITIALIZE SUBROUTINES *¥%&k
0012 , CALL KKINIT
2013 CUM=0XINIT(L) N i
0014 CUM=GXINIT(L} -
2015 DUM=UR INIT( L]
Jolo CALL CYINIT
onL? CALL FLINIT .
o913 CALL OVINIT
¢  kwex [CIMPUTE TRAJECTORIES =wwx
0019 1 CALL FUNKUT
020 IF(LsLt2)IG0 TO 2

10



TALL OBSERV

0021
0022 CALL FILTERIBsRN+T6} o
0023 GO T4 3
0024 2 DE 4 I=1,ISLEN o
0025 4 XP{LY=XT(1}
wuds DUTPUT CYCLE DATA **hx%
0026 3 CALL CYCLOT
wmik MONITOR SECTION ##ksk L
0027 CALL TERMIN
ooze IF(LSL{2))GO TD 5 o
NVED] IF(LSL(213GT TO 5
0030 IFLLSLIG)IGD TO 1
0031 GO 10 7
0032 5 CO 6 1=L,1SLEN )
R EE & KPLI)=XT{I}
0034 IF(LSL(6FIGD TO 1 B
wn*% JQUTPUT SELTION #a%x
0035 7 CALL RECAP
0036 FETURN
0037 END ~
FORTRAN IV G LEVEL &l TARGEY
0001 SUBROUTINE TARGET{S,T}
0002 IMPLICIT REAL®A {A~H,0~Z]
0003 DIMENSION §1 3}
Q0% COMMON/VARL/AsRNEPSHETTSTARLDET
0005 601 FURMAT{IHO: LONVERGENLE= VsIPUI2<5,7 KEPEGY]
Q006 EQ=ET
0007 ET=eT+40ET T e
JI0QB DO a1 I=k,100
0009 SINET=DSIN(ET}
0010 COSET=DCOSIET)
0G11 F=RN*(T+TSTAR)-ET+EPG*SINET
D012 DF=EPS®ECOSET-1.000
0013 ET=CT-F/DF )
0014 CIF=DABSIF/DF)
0015 TE{DIF.LTe1.00-101G0 T4 2
0016 1 LUNTINUE
oclLY WRITE(G,GULIDIF
0018 2 DET=ET-EO
0019 SUL)=A®(COSET -EP3) -
0020 542 )=hA*DSURT{ L. O0U-EPS*EPSI*SINET
0021 5{31=0.0D0 o
0022 RET URN
0023 END

11



FORTRAN IV G LEVEL

21 RUNKUT

0001 SUBROUTINE RUNKUT
0002 IMPLICIT REAL*B (A=H,0-2]
0003 LOGICAL*]1 L$L,LSE+LMON,LF4LT
0004 LOGICAL®]l LS1,LS2 _
0005 CUMMON/VIRBLEZXTIG) yXPIGT s AELGI 1 ZT (6 ) sZP 161+ 2ELG]
0006 COMMON/TSMER/DELT DT+ TIMEsTI s TFo Ny ISLEN, JOLEN
0007 COMMON/SYSTEM/LSLI%0) +LSELLO)
0008 COMMON/MSNE TR/LMON{ 20)
000% COMMON/NDISE/IRAN(10)},DG(10) +RFRAF{6)
o0ulo COMMON/OFFSET/CU3)
0011 CINENSION KINT(GF s UNM{ &)
Q012 CATA LF4LT/F,T/ B ~
2013 LsLr12)=0T
0014 DO 1 ICYCLE=L,N -
2015 €0 33 I=1i,1SLEN
0016 33 SUMII)=0,0D0
017 LS$L(100=CT
0018 LO 10 Il=1l,4 i
0019 LSL1=I1.EQ.2. OR.TI.EG.3 -
0020 1S2=11.EQ.% ' )
0021 LEL(111=11.EQ.3 -
0022 F=f}
0023 F3=F5
0024 IFILSLIF=F2
025 TFCLSLIFS=F3 -
0026 IFLLS2}F5=F4
027 TS=TIME+DIT*F S o )
0028 00 20 1=1,ISLEN
0020 20 XINTITT=RT{TI+FS=XINT(])
a030 OO 31 I=1,NP1
0031 J=1-1 o
0052 IFl J.GT.0) GO TO 2
0033 CUM=DOFX$(JsT5) T
0034 CUM=GOFX$(J,TS)
0025 LSL{L1Z2)I=LF
0036 6o 1o 31 '
9037 F] XINT(JI=DT*{DOFX(JI+GOFX{JN)
QD38 SUM(J F=SUM{ JI+FRXINT(J)
003% 31  CONTINUE .
0040 LSL{1D)=LF
0041 10 CONTINUE
2042 TIME=TIME+DT
043 00 11 I=1,ISLEN -
0044 11 XTUL)=XT(I}+SUMLT)
D645 1 CONTINUE
0046 RETURN
3047 ENTRY RKINIT
0044 REAGIS,501) (XT{IbyeI=1,ISLENI
0049 WRITE(LsGOLILXTII)y1=1,1SLEN]
0050 501 FORMATIBF10.0)
0051 501 FORMAT(1HOyiPBUL245) - -
0052 Fl=1.000/6.0D0
0053 F2=2<0D0%F1
0054 F3=1.0D0/2.000
0055 F4=1.000
0056 £5=0.000 ‘
0057 TIME=T1 T -
0058 NP1=]1SLEN+]

FORTRAN IV G LEVEL

21 — RUNKUT

0059 DO 32 1=1l.1ISLEN
Q060 32 XINT(R)=XTU(I)
0061 RETURN

D062 END

12



FORTRAN IV G LEVEL

21 DOFX$

0001 FUNCTION DOFX${JsTS)

0002 IMPLICIT REAL*B(A-H,0-2}) e

0003 LOGICAL*L L$SL,LSE+LMCN,LF,LT

2004 CD%MON/VSRBLEIKT(bl'XPi6l,XElélilT(bl;ZP(&).ZE(&D

0005 COMMON/TSMER/DELT sDT g TIMEs T T+ TF+Ns IGLENsIOLEN

0006 COMMONISYSTEH/LSL(40)nLiEllO)

0007 COMMON/MSNITR/LMON{ 20)

0008 COMMON/NOTSEZIRAN(LO) +OG(L20) JRFRAF(6) -
0009 COMMON/VARL/AWRN,EPS4EDs TSTAR,OET

0010 COMMON/OFFSET/C{3)

0011 DIMENSION D{31,5(3)

0012 DATA LF,LT/F,T/ S
0013 53601 FORMAT(1HO, L4+ IMPROPER INDEX *DOFX')

0014 IF( NOTLLSL{11))CALL TARGETIS,TS)

G015 S2=0.000 T T T
0016 D2=0.000

0017 TO I I=1,3

QULE DELI=SLIV+C(Th#XT(I}

0019 CZ=02+0(1)**2 T
0020 1 §2=52+5(1)%x2

00721 DN=DSORT(DZ} T

0022 SN=DSQRT(S2}

D023 RET I=GM/7 T SN¥SN¥SNJ

024 RAT 22( SN/DN)#%3

0025 DCFX$=0.000 - -

0026 IF{ TF-TIME.GT.DELTIRETURN

0027 TFUNIT.LSL{T0) VRETURN o - T
J028 WHITEL6,602) TIME,XT

0029 602 FURMATIIAD, YEND STATE V32X, TIME=Y,FI0.371IF L, IPEDI2.5}

0039 RETURN _

003 ENTRY DOFX(J1} Tt

0032 GG TO (999939,99999,99999,99998,99998,99998) +J

0033 WRITE(645G60L)J )

2034 DOF %X=0,0D0

0035 CSEAZI=LT

0036 RETURN

0037 G99S9 COFX=XT(J+3) Tt
N03e RET URN

0039 99598 DOFK=PATI*(S{J=-3)-D{J=31*RATZ) -

0040 RET URN

0041 ENTRY DXINITU(JY

0042 READIS,5010ARNEPS,FD,TSTAR

0043 EO=RN*TSTAR - B B
0044 WHITE{6,601)A,RN,EPS,EQ,TSTAR

D045 501 FURMAT(EFLO.0) i

0046 601 FCRMAT(LIHO, 1PBDL2.5)

0047 READIG,5011C

0048 WRITE{6,6013C

00495 GM=5.90549020 - b
2050 DET=1,00-3

0051 DXINIT=0,.000 ST -
0052 RETURN

0053 TND

13



FORTRAN [V & LEVEL 21 GOFX$

0001 FONCTTON GOFX${JeT5)

0002 IMPLICIT REAL®BUA-H,0-7)

0003 LOGICAL®L LSLoLSE,LMON,LF,LT

0004 COMMON/VSRBLEZXTI6) 4 XPU6) 2XEL6) 4 2TL6) 4 ZP(6) 4 ZE(6)
005 CTMMON7 TSMERZDELT DT+ YIMESs T + TF+ N2 ISLEN, JOLEN
QU06 COMMON/SYSTEM/LSL{40) ,LSE(10} '
0007 COMMON/MENTTR/LMON { 2010

0008 COMMON/NOISE/IRANTILI0) ¢DGILOD 4RFRAF(6)

0009 COMMON/FORCE/F (3}

0010 CCMMON/OFFSET/CU(3)

0L1 CATA LEoLT/ZFsT7

2012 99601 FORMATI1HO,14," IMPROPER INDEX *GOFX')

3013 IFILSLIL1ZIITIML=TS

0014 TAUO=TFE~TIM1

oui5 TAU=TF-15 -
0016 TRATL={6,000/TAUD¥*2)*(1.000-2.0D0%( TAU/TAUO) )
o017 TRATZ={Z.0D0/VEUDT*1 1. 0D0-3. OD0* ( TAUZ TRUTTT
ooL8 GOFX$=0,000

0019 RETURN

0620 ENTRY GOFX(J}

0021 EOTO (99999,99999, 99999, 95906,99998, 999981 ¢4
0022 WRITEL6y99601)J

623 CITT3T=LT

0024 GOF X=0.000

V075 RETURN

0026 99959 EGF X=0.0D0

0027 RETURN

2028 99998 F{J=-3}I=TRATL*XP(J=3)+TRAT2#XP(J)

029 COFX=F1Jd-37 -

0030 RETURN

G031 ENTRY GXINIT{J]

0032 DO 90001 1=1,ISLEN

EE 90001 XPLIT=XT{1])

0034 XPL1)=XP{1)+10000,

o035 RPUZT=XP{ 2T +10000.

0036 XP{3)=XP{3)+10000.

6037 XPU(E)=XPi4)+1000..

0038 XP( 5)=XP (5)+1000.

0039 XP(6)=XP(6)+1000.

0040 - GXINI[T=0.0D0

UUET RETURN

0042 END

1k



FORTRAN IV G LEVEL

21 FILTER

C PREDICT X STATE

0001 SUIKJUTINE FILTER(B,RN,T6})
0002 IMPLICIT REAL®B{A-H,0-7)
0003 LOGICAL*L LSLyLSEyLMONSLFLLT
0004 COMMON/VSRBLE/XTI6) 4 XPL6) 4 XE(B) 4 2TL6) 4 ZP (6} 5 ZE(S])
0005 COMMON/TSMER/DELTsDT o TIMEZT1,TFeNs ISLEN, IOLEN
0006 COMMON/SYSTEM/LSLI40),LSE(LD)
0007 COMMON/MSNITR/LMON{ 20)
00ns COMMON/NOTSE/IRAN(LIO) +DG(L0) ,RFRAF(6)
0009 COMMON/KALMAN/RMIG,6)sFILTLGs4) U6}
00l0 CUMMON/IFFSET/LL3)
0011 DTWENSIGN TICE)sYL(GY 4 ¥(6)4T2(6r0) ¢T1316eb)sT4(6:e6),QP(646),

LBCIGLENyE o RNy TOLENy JOLEN) s TS 696) o TO{IOLEN, IDLEND 4 PHI{B,8)

001¢ DIMENSIGN CL{61MM{6)
0013 CATA LFsLT/F,T/ N e
00L& WRITE(6, 8Q) TOLEN
Q015 BQ FLAMAT{20Xs * IOLEN=*,12)
J016 TCNT=ICNT+1
0017 UMD 38 I1=1,10LEN
0018 CO 32 J=1,10LEN
0019 32 RNUI,+J)=0.0D0 L -
0020 DO 3B J=lsISLEN
J021 38 8L144}=0,000
00ee IF{ IJLEN.EQ21G0 TO 34
J023 TIFILSL(20),ANDS10LENLGEQ.3IGD TO 37 )
0024 o6 23 1=1,3
0025 33 B(l,1)=1.,000 ] .
yoZe TF{I0LENSEQe 4)B( 4,60 =1, 000
0027 GG TO 36
0023 37 Bll,2)1=1.000
0029 B12,3)1=1.000
0030 Bl{3,61=1.000
0031 DU 39 I=1,3
R EY 39 RM{ L, 1J=RFRAF{I+))%%2
0033 GO Tu 335
0034 34 Bli+21-1.0D0
JU 35 B(2,3}=1.0D0 _
0036 RN(T, LISRFRAF[ Z)%%2 i
0037 RNL 2y 2 1=RFRAF( 3% )
0038 GO 1O 35
0039 36 00 30 I=1,10LEN
0040 30 RN [y I J=RFRAELT) %%Z

004l 35 TAUKL=TF=T[ME
0042 TaUK=TAUKI+DELT
0043 RAT=TAUK 1/TAUK
0044 RAT 2=RAT*=RAT -
0045 RAT 3=RAT2*%RAT
U046 E=3.000%RAT-2.0D0%RATS
0047 DIF=RAT=-RAT2
0048 F=TAUKI®*DIF
0049 0=3.0D0%RAT2=2.0D0%RAT
0050 - E=-6.0D0¥DIF/TAUK T
0051 00 31 I=1,3
0052 PRIl 1 F=A
0053 PHIA{ T 1+3)=F
054 PHI{I+3,1)1=E R -
0055 PHI{T+3,1+3}=D
0056 31 CONTINUE

15



FORTRAN 1V G LEVEL 21 FILTER

0C57 D0 10 [=1y1SLEN
9953 T1( 1)=0.000 3 _
0059 £0 10 J=1,ISLEN
0060 10 TH D) =TLLI)#PHE{ T, J)*XP(J)
C  TRANSFORM 70 ¥ SYSTEM
Q061 YILI=DSQRT((TLOII+C (LI **2¢(TL(20CI2) a2 {TL(3)+C{3))**2)
0062 Y2 ={T1(1d+CLL)}/¥Y(1)
0063 Y(33=(TL{2)+CC2))/Y1L) e o
00&4 W=(TLI3)+C{3))/YLL)
0065 YLed=(4TLOLI#CCL) TR (4 +{TLL2)+CI2) I *TL(SI+(TLI3)+L(3DI*TLIEN)
®x/Y( 11
Q066 Y{S5)=(TL{4I=-Y(4)*Y{2))/¥(]))
0067 Yiet=(TL(S)=-Y{&)nY{3)}/¥Y(1)
0068 Wo=(TL(6)-Y{4)*W) /Y1) L _
€  COMPUTE LEFT PARTIAL DERIVATIVE
0069 T2t 1+10=Y12)
0070 T2l L1 21=Y(3)
JOT1 T2{143)=W ) -
0072 To(2,10=1{1.000=-Y(2)1%%2)/¥ (1)
8073 T2(2,2)==Y{ 2 1%Y{ 3} /Y(L) L
IO T4 T2l 2, 31==Y (2 1*¥W/¥Y( 1}
Ju7s T2 3+1)=T2(2,+2}
0a76 T2l 342)1=11,0D0-Y{31%%2}/Y(1)
Q077 T203,3)==(Y{3}*ul/¥LL) - o
Ju7sE OO 11 I=1,3
0379 o DO Ll J=143 .
oveo 1L T2UI+34d431=T2{1+J}
098l T204,1)=VL15)
0062 T2l 4y 21=Y(6])
QU83 T2l 443)=KWD o N
JuB4 T2{5,1)=={2.000%¥12)12Y{5)+(1.000-Y{2T*+2)*Y(4}/Y(1))/YI1}
_ 00&5 T2(5, 20 == (Y{3IRV(S)+Y{ 2V 6)=YI(2 Y (I *Y(4)/YILII/Y{L)
HEDR) T2( 5, 3] == (WY (SIHVL 2R ND-Y (21 *n*Y () 7Y (LN /Y(IY
QUET Tel6,L1=T215,2)
Yoas T2{ 6,21 ==1{ 2. 0D0xY{31*Y(GI+(1.0D0-Y{3T*¥ITx¥v{a)/Y(L2}/Y(1)
0089 T2(6s3h==(WeY{6)+Y{3)RWO=-Y(I)EW*Y (4) /Y(L))/Y(L)
C COMPJUTE RIGHT PARTIAL DERIVATIVE
HETY T3(Lal)=YLUL2} S
091 T3{42641=¥YLT2}
0092 . Tally2)=¥YL(1)
0093 T3(4s51=YL(L1)
0094 T3 2,11=YL(3) o
J0G5 T3(5,4)=YL{3)
J096 T34 243)=YL{1) 3
0097 T35, 61=YL(1}
2098 T3(3,1 )=kt
JU9S T3( 6y ai=WL
0100 T3(3,2)==YL(2b*YL{L) /WL
oL01 Ta(6451=T3{3,2)
Q102 TA(3,3)==YL{3)evL(L) /WL
0103 T3 6+ 6)1=T303,431} TTh o
0104 T3l 6y 13=wDiL .
0105 T3(6r 21 == (AP (&) /WLI+YLILI*YLI{ZI*WDL/WLH*2
010¢ T3 6:3)=~(XPIS)/WLI+YL{L)®YLA3)*WDL /WL k%2
C CCMPUTE PSI -
0107 DO 12 I=1l4ISLEN
0108 DO 12 J=141SLEN T
0109 T4l 1,43=0.0D0
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FORTRAN 1V G LEVEL 21 FILTER

0110 DO 12 K=14ISLEN
0l11 ) CO 12 L=i,ISLEN
OLLZ 12 Tall,d)=Ta{l+JI+T20I K )*PHI LK (L) *¥TILL sd}
C PRECICT COVARIANCE
OI13 DC 13 [=1,ISLEN
0kls DO 13 J=14ISLEN .
311s TS 1+ J)=QF (L yJ}
OLis LD L3 K=1,I5LEN )
0117 DG 13 L=1,ISLEN
0lig 13 TS50 4 I=T50T e d)+T4{] oK) *RMIK L) * T4l dyL}
T COMPJIE THE FILTER
__alls 00 14 I=1,10LEN .
OL2d D0 1+ J=1,IDLEN
0121 Tal Iy dI=6N(1,J) o
TG 014 K=1+ISLEN -
0123 CG 14 L=1,ISLEN
Tl2% 14 Tol T+ JI=Tol [+ JI+BI I 4R I*TGI{RK,LI%*B(d,)
0125 CALL MINVITG,IOLENs16sLLyMM,D) .
JLz6 DU 15 I=14ISLEN T
017 DC 15 J=1,I0LEN _
TTTOTZ8 FILTTIVIV=0.000 T o
0L29 DU 15 K=L,ISLEN
0150 OC 15 L=1-J0LEN ‘
013} 15 FILTULyd)=FILT (s Ji+TSCI 4KI*BIL,K}I*TE{L 1 J)
T [ COMPUTE PREJICTEN GBSERVATIONS —— - 77777
0132 DC 16 1=1.I0LEN
- 6133 IPiTi=0.000 T
0134 PG 16 J=141SLEN
oI35 16 IPTII=IPTITeBLI, JI*Y(J]
o COMPUTE THE ERRUR IN UBSERVATIONS
"""" 0136 oG 17 1=1,10LEN ) o
0137 17 ZE{ I)=2F(1)-ZP(I}
T C UPCATE Y o
0138 DG 18 1=1,1SLEN
U137 TITTY=Y(1}
0140 00 18 J=1410LEN
TTOI41 T8 TITII=TIIII+FILTL I JVHIETT) T -
C UPDATE COVARIANCE _
0142 i TFUIONT . CT 210 ANDL ICNT aLTL 32860 TO 98 — 77 7
0143 IF( ICNT.GT.40) GO YaQ 99
0144 DG 19 I=1s1GLEN
0145 CT L9 J=lyISLEN
UigET T&{T1,JV=0,000 - )
0147 U 19 K=1.[0LEN
J14E (5 T4y IV=Tal T JT+FTUFTT Ky #5(K I} o T
dlay DD 20 I=1,ISLEN
0150 TG 20 J=1+15LEN
gls1 T4l Ted)==Tal 1,4}
G153 IFCTVEG VT 4TI IF=Tall,, Ji¥#lOD0 — 77—~
0L53 20 COMTINUE
d1i%4% T T R T AT Y ET Y ISUEN o
0155 DG 21 J=14ISLEN
U156 Fl 1+ J1=0.000
0157 DL 21 K=1,ISLEN
TTTTDISE 21 PRI Iy J1=RM{ [ JT+TE (T, KI*T5(K,d7 )
01S9 $9 CUNTINUF
T SEVE YIKFL.E¢LlT — " -
0L60 CC 22 I=1sISLEN
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FORTRAN [V G LEVEL

21 FILTER

0l6l 22 YLULI=TL(I)
C CONVERT TO X . )
0162 XP{ L1=YL{21*YL{L)=-Cl1})
0l63 XP(2) =YL 43 ey { L1=-C (2}
0164 XPL 4 =YL I1P2YLISI+YL &) * Y2}
0165 XPUSI=YL (Lh2YL{6I+YL{4)xYL(3) ) - o
0166 XPL 31 =0SURTIYL (L) *X2=(XP(LI+C( 1Y )*#2=(XP({2)+C (2] y*x2}-C{3}
0i6e7 KP{ol=(YLIL)*Y L&) =(XP{LI+CI1))*XPI4)=IXP(2)+L(2})*XPI51)/(XPI3)+
6C(3))
0168 Wl=(XP(3)+C (30 /YLIL)
0le% WOL=(XP(GI-YLI&)*WL)/YL (1)
0170 WRITE(G, 9120 (XPLJ)sJd=1s0)
0i71 91z FORMATI(oDLI2«5/ 7] T
0LT2 RETURN
0173 EMTRY FLINIT - ) -
C I5R0D ARRAYS
OLT& Uv. I0I I[=1+ISLEN
175 C0 102 J=1,ISLEN
0176 T2{14J1=0.000 o
QL77 T3 I441=0.000 - i
9178 RH[ 14J1=0,0D0 T o
0179 PHI(I+J1=0.000
GLED 102 GPEL4+J1=0.000
0iel D10l Jsle IOLEN o
3182 ol FILTII,J1=0.000 T o
C INITIALIZE VARIABLES
LITE YL(LI=OSORTIIXPIIVIFCILI T *%Z+ (XPT21+C (2D P %¥24(XPL3)4CT3) ) %*2)
0L84 YLO2)=(XP{L)+CELD/AYL(L)
JLbS YCU3I=(XF{2Y+C (2 I7YLLT)
U186 WL=(XP(3V+C {3 /YL {1}
0187 VLG ={(APTLI*CTLII*XP {41 +{XP L2 +L T2V T¥XP(BYF(XPI3)+C {3} I =XP16})
®/YL(1)
vled YLIS)=(XPl4a)-YL(&GI*XYLI2))/¥YL(1Y T Tt
0169 YL{o)=(XP{S)-YL(&I*YL{3))/YL(1)
0190 ARM{1,11=1.0D5
0191 RM( 2, 2)1=4,0D0=-02%(L=-YL{2)%=*2}
0lsz B3, 3T=4eud-02%(1-YL(3)%%2) T T
0193 RM{ 4,4)=1,038
0194 RM{5,5)=1.00-05%YL(21%%2 T
di95 RM{ 6, 61=1.00-05%YL{3)x*2
0196 WL =(KPIBI-YLI &I FALIZ7YL(L}
oL=7 ICNT=0
0l%b RET URN - )
0159 END
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FORTRAN IV G

LEVEL

21 OBSERV

0001 SUBROUTINE OBSERY
0002 IMPLICIT REAL®*8(A=H,0=7)
0003 LOGTCAL®L LSL,LSE,LMONGLFSLT
2004 COAMON/VSRBLEZXTLO) ¢ XP LGOI+ XE(H) o ZTIO) 4ZP (6} +ZE(B)
2005 COWMON/T SMER/DET T, D7 4V YME, 1T, TF N, ISLEN, TOLEN
0006 COMMIN/SYSTEM/LSL(40d LsECIOY
0007 COMMON/MSNITR/LMONL 20)
2008 COMMON/NDISE/IRANCLQ) yDG(LO) 4RFRAF(6) o
0009 COMMUN/DFFSET/CL3)
00190 GATA LFsLT/F,1/
C OBSERVATIONS
o RFRAF{L TO &) = STDDEV FOR ZT{1l TO 4) RESPECTIVELY o
0011 RANGE=DSARTI (XTI L) +CII NI * %2+ (XT(2I+C (2VT*¥2& (XT(F1+L13) ) %%2)
0012 ITEZ)=(XTCLI+CUL) ) /RANGE N L
0013 ITI 3 =(XT{21+C{2) ) /RANGE
0014 UAL =DARCOS(ZT(2))
015 VA-=DARCOSIZT(317}
2016 D¢ 2)=GRAND{ 0. 0DO0,EANG 4+ 2) -
0017 LGl 3)=GRAND(D.0D0G,EANGy 32 o
0018 UAC=UACHDGL 2}
JG19 VAC=VAC+DG( 3) T
0020 ZT{ 2)=DCS(UAC)
2021 ZT{31=0C0OS({VAL]
onz2 RFRAF{2)=DSORTIEANG®*2x{1.000~2T(2)*%2)}
0023 AFRAF{ 3)1=0S0RTIEANG** 2% (1. ODD-ZT( 31 *%27) -
024 IF{LSL{20)] GO TD 10O
2025 IFIRANGE.GT.RMINIGL T4 2 -
026 ZTU1F=RANGE
0027 RFRAT{II=0ABS{ 2T (L 1%3. 00-02F
______ 0028 GG LI=GRAND{Q.ODO,RFRAF{L},1])
0029 ZTULI=ZTILY+DG (1} o7
0039 IFIRANGELLTaAMING AND, RAMG:.GT.RDMINIGG TO 3
GEY 1I6LEN=4
9032 LTLal=tOXTOLI+C UL AXT L4 )+ {XTE2h 402D ) RXTASI+(XT(II+C{3)I*XT(4))
*7IT(1)
J033 RFRAF(4)=1.0002
0034 DGl 4)=GRAND( 0, ODOWRFRAF (&) v4} T
0035 ZTL&)=ZTL4) 4064 )
v36 GO Ta 5 Tt
2037 10 IF{RANGELGTLROMIN) GO TO 2
0036 A D Y R M I S M P A A A 2 A A A A S AR A E S R AN S A
* /RANGE
0039 RFIAF(4)=1,0002 T
Qa0 UGl &) =GRAND{ 0. 000.RFRAF(4».4|
0041 ITU4I1=IT(41+DG( %) -
0042 IF(RENGE LT .ROMINJAND.RANGEGT4RMIN) GO TOD 6
0043 JCLEN=%
0044 IT{LI=RANGE
0045 RFIAF{1)1=0A3S(ZT111*3,.00-02) -
0046 DG LISGRANDI 0. ODDRFRAF(L) 41}
0047 ZTULI=ZT(11+0G( LY o - )
0048 GUu TO 5
0049 Z WRITELGr 1T IDGILSCNTI4LSCNT=2,3)
0950 10LEN=2
a051 GO Tu & - T T
0052 3 IGLEN=3
0053 5 thTC(bnlllﬂG(LSCNT) LSCNT=1,1I0LEN) T e e
LT 1 FORMATI/// 410X, "NOLISE! 45X, 1P4D12.5)
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FORTRAN IV G LEVEL 21 OB SERV

0055 GO 10 4
D586 6 WRITEL6, 1) IDGILSCNTY L SCNT=2,4) -
0057 TOL EN=3
0058 4 RETURN
G059 ENTRY OVINIT
0060 A=e000
0061 EANG=.0002
o062 RMIN=1.0D20 . -
063 ROV IN=1.0D20
0064 KETURN
0065 TND
FURKTRAN IV G LEVEL 21 GRAND
0001 FUNCTION GRAND(RMEAN,STDDEV,ISLCT)
oo IMPLICIT REAL®B(A=H,0=7}
C PURPJSE
C CCMPUTES A NURMALLY DISTRIBUTED RANDOM NUMBER WITH A GIVEN
C Mihn AND STANDARD DEVIATION
0003 a=0.000 o o
00064 GC 50 I1=1,1z
0005 50 A=A+UKAND(ISLCT) _ o
0006 GRANU=(A-5.0D0I=STODE V+RMEAN
D007 FETURN
sJOOS FND
FORTRAN IV G LEVEL 21 URAND
0001 FUNCTION URANDITISLCT? ’
Jou2 IMPLICIT REAL®B{A=H,0=-7) e
0003 COMMOIN/NOISEZTRANCLOY+DGLLO) yRFRAF (B}
0004 Y= IR AMTISLCTI®65539
0005 TTTIYISs 646
QUG 5 L¥=I¥+214748306T7+] } .
GO0T 6 URENO=0FLUATI{IYI*4.6566130-10
Q008 IRAN(ISLET)=1Y ~
9909 RETURN
0010 ENTRY URINITCISLCT)
9011 GRAND=0.000
quiz URINIT=0.00H) N
0013 RETURN
0014 END
FORTRAN IV G LEVEL 21 ALK DATA
GO : BLICK DATA - T
0002 IMPLICET REAL*8 (A=HeG=2)
J003 COMMOM/NUISE/JRANCLO) 4 0G{ LO) 4RFRAF(&) -
00U 4 C2TA IRAN/6SE0Q66L,54218059,51070625,15239339,75892237,

#10% 13327, 81 767B67,5984T621+52031357,262560737
Guos oihJ
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FORTRAN IV G LEVEL 21 CYCLOT

0001 SUBRUUTINE CYCLOT

Qoo2 IMPLICIT REAL#8{A=~H,D=2} e

0003 LUGICAL®] LSLyLSEsLMON,LF,LT

0004 COMMON/VSHBLE/XTI6) 4 XP(6) 4 XELO) yZTI16) 2P (6),ZE(E)

G005 CUMMUN/ T SMER/ZDEL T+ DT+ TIME T 3 TFy Ny ISLEN, JOLEN

3006 COMMON/SYSTEM/LSL{4G0) 4LSE(LOD} 3 L

0007 COYHMON/MINT TR/LMON( 20)

0008 CUMMUN/NOISEZIRANCLO) »DGLL0) +RFRAF(A) N

0009 COYMUNTKATMAN/ P60 FILT(6e4)¢U(6)

0010 COMMUON/FORCE/ZF (3}

JOI1 CCAMON/OFFSET/C (3T

oglz2 DATA LFSWLT/F,T/ . . o

2013 601 FURMAT{LIH +3XyYTRUE STATE VECTORY74X,1PbD12.%)

0014 603 FLRMAT{IH ,*TIME=",1PD12.5} ) o

a01s 004 FORMAT(1H o YNORMED DISTANCE=*,1PD12.5,3X, "NORMED VELOCITY=*,
LIPD1245, 3%, "NURMED FORCE=®,1PD12.5})

0016 605 FORMAT(IHO,T38%% RENDEZVOUS B85')

oniz 606 FURIMAT(LHO, "MINIMUM NCFMED DISTANCE=",1PD12.593Xs*AT TIME=",
1 LPOLZ.5)

3018 607 FORMAT(LHQ, 'MINIMUM NORMED VELOCITY =',1PD12,543X+"AT TIME=*,
1 130i2.51 T T

G019 EOB FORMAT(Z///1)

U020 G605 FURMATILHO, V=6%% GUT OF TIME #%%7)

002. 610 FUIMATILHO, "FORCE VECTOR's/41H ,1P3D12.5}% .

o022 61T FURMATUING, 3X, VPREDTCTED STATE VECTORY/&4X, 1F&012.51

0023 612 FORMAT(1MOy3X, "ERROR IN STATE VECTOR! /4X,1P&D12.5]

0J2% 613 FUKMAT(LHD 3X4 "TRUE OBSERVATIONSY/4Xs1P60L2.5)

o125 614 FORMAT(LHO,3X,"PREDICTED OBSERVATIONS'/6Xs1P6D12.5}

0026 GI5 FURMATIIHO 3Ky TRESIDUAL ERRORYZG XS IPBDLZ.5F

agav 617 FURMATELIHO 3%, 'COVARTANCE MATRIX®) o

0028 G1E FCRMATULH yGR,1P6012.5) '

0023 616 FORMAT(LHly10K,* SEMULATION HESULTS®////)

0030 IF{LSLILIIWRITEI64619)

0031 620 FURMATILH 43X, 'NOGRMED POSITION ERROR = *,1P1D12.595%X, '"NORMED VELOC
$1T¥ ERRUOR = V4 1P1D12.5}

Qu3z FT=04000 _ o i

00335 T1=0.000

2034 T2=0.000

0035 ] D0 L [=1.3 ) e

) 36 F{I)=F{1)*CF1

U037 FI=FT¢F(1i%%2

0038 TI=TL#XT(I)%XT(I}

QU3 I 2=T 28T UT+3 T XT(I+370 - )

0040 FT=DSQRTUFT Y

00&l XS=DSQRTITL} )

Jaaz XV={50RTIT2)

0043 TFILsL{3 0G0 T4 2

0044 IFUXS.6T.XU)G0 TO 3

0045 XG=XS -

0046 TXS=TIME

0047 - 3 IF(xV.GTLXVOTIGO TO 2

Q048 XV =Xy

0043 TXY =TIPE

0050 2 WHITE(6,603)TINE

Jo51 WRITE(6sBO0GI XS e XV4FT - - -

aosz CHE =DABSITF-TINME}

J053 TFICARSLT-OTITF=TF+0CLT -

0054 IF(LSL(2)IRETURN
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21 CYCLoT

FORTRAN IV G LEVEL
0455 DO 99901 I$=1,15LEN
J056 99901 XE{Is)=XT(ISI-XP{I$) - N
0057 PNORM=DSORT(XEL{ L) ¥* 2+ XE(Z)** 2+ XE{ 1 %% 2}
auss VNIRM=DSORTIXE[4)* 2+ XE(S51%%x 2+ XE(H}#% 2)
0059 WRITZ (6eGLOIF
QU sy Witl TE{6, 601} XT N .
0061 WRTTE(b,6L1)XP
0062 WEITZ(6,612)XE
QUES WRITE(6, 620 PNORM, VNORM
0064 WRITELL,613)ZT
0065 WRITEIGyG1HVZP
0966 WRITE G 615128 L o o 3
0067 WRITE(GsG17)
Oues DG & I=1,ISLEN _ o
0269 @ WRITE(O,018)0IPI1sd0+d=1,1SLEN)
Q070 WRITE (L, 60R)
UJIfl G9902 LsLiLYI=LF
00Tz RETURN -
T AT ERTAY TCR™IN
AGT4 IF(XS4LT. 1, 0D=2 AND.XV.LT41.0D-41G03 7O 4 o
NS TF{TIME.GETFIGO TU & -
Jd76 RETURN
o717 % WRITE(Gs 6051
AL LsLi6i=LF -
675 RETOaN 7 T )
_ 0900 5 WRITE(b,609) B
RED U3l 161 =LF
UVE2 RETURN
0635 ENTRY RECAP
0B84 WRITE{ 64,608 )X, TXS o
J055 WETTE (G 60T 1XVE, THV
JOES RETURN o
0087 ENTEY CYINLT
JUBE XI= 1e QD40
[VEE XV3=1.0040
050 LFL=1.000/(9.806650-3%8,64D4%%2)
Q091 RETURN -
que2 END
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FGRTRAN IV G LEVEL 21 MINV

0001 SUBRIUTINE MINV(AsNsNSO,LyMyBIGA)
0002 IMPLICIT REAL®8 (A=H,0-7] o
00a3 DIMENSION A(HSQ) 4L I&) 4MI6)
o
C DESCRIPTION OF PARAMSTEKS
[ A - INPUT MATRIX, DESTROYED IN COMPUTATIUN AND REPLACED BY
C FESULTANT INVERSE. - |
N C N - ORDER 0OF MATRIX A o
C GIGA - RLSULTANT DETERMINANT T
C L - WURK VECTOR OF LENGTH N
< M - WORK VECTIOR OF LENGTIH N
C
“hood T K =N T T
0005 DU 190 K=14N
WNda ’ NEK=NK+N - T )
Guo? LIK }=K
2003 M 1=K
2709 KEK=NK+K
J010 BIGA=A{KK]} T
_9ull DG 30 J=K,N -
0012 [7=rn%{J=1) -
0013 DL 30 1=K 4N
00 L% TJ=17¢1
S aulbs 10 IF(LABS(BIGAI-DABS(AtIJSII) 20,30,30
001le 20 RIGA=ALLF) T v
ealL7 L{ri=1 .
uYla MK )= T o
Q013 30 CONTINUE
C
) C INTERCHANGE ROWS o
C
0020 J=L KD
0021 TF{J=K) 60+60,40 )
DF¥ 40 KI=K=N
0023 DC 50 I=1sN
0024 Kl=Ki+N
Q25 HOLD==A{KI]) - -
0026 JI=K 1=K+ - N
0G2? ] AIKT)=a(41) o T
I 28 50 AlJI) =HTLD
W
_ C INTERCHANGE CULUMAS -
C
- 0u29 ad I=v(K)
QU 30 [FTT=KY S3.,90470 T
Q031 70 JP=N={I-1)
TEH DU 39 J=1.8
0033 JE=iNK +4
J0 3% J1=JP+J T
PO HOLO=-Al JK )
0030 Al KYy=pl 1LY —17171 - T
Cu37 BO ALJI) =HOLD
C
L C DIVIJE CALUMN 3Y MINUS PIVOT {VALUE OF PIVOT ELEMENT IS5
L CONTAINED 1IN BIGA) T
<
04038 S0 IFIGIGAY 110,100,110 T T
0039 100 RiTUSHM
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FORTRAN IV G LEVEL

21 MINV

Q040 110 DD L3D T=1.N
Qu4l IFLI-K) 120+13505129Q - —
Q042 120 TK=NK+]
0043 AIK)=AlIK)Y/{~-BIGA)
004% 130 CONTINUC
C
C REDUCE MATRIX
C
0045 CU 1eu I=14N
3040 TK=NK +1
00&7 TJ=1-N
0048 CC 160 J=1l.N . )
00493 IJ=1J#N
GQs50 IF{ 1=K} 140,160,140 - ) o
0051 140 IF{J-K} 150,160,150
0052 150 Kd=lJ-1+K
0053 BUIJI=ALIRT=A(KITI+AT 1]
0054 160 CONTINUE
C
C DIVIDE ROW BY PIVOT o o .
<
JO55 KJ=K=N
0656 DO 130 J=1+N
2057 KJaKJ+N _
NI ET) IFTJ-k] LT0¢180,170Q
0153 179 A(RJ)=ALKJI/BIGA e -~
9060 180 CONTINUE
o
o REPLALE PIVOT BY WRECIPROCAL
C
0061 A<KY=1.0/81Ga T )
0062 L90 CUNTIMUE ~
d -
L FINAL ROw AND COLUMN INTERCHANGE
C
0063 k=N o
0064 200 K={K=1)
J065 TF{K) 2704270, 210 L
0066 210 I=L(K)
0067 IFU1-K) 240,240,220
ov6d 220 JO=nN®(R-1]
0069 JHEEN®E(I-1)
0a70 N0 230 Jd=1.WN T
0071 JK= U0+
0072 FOCD=ATJK ] - )
0073 JI=J4R+J
00714 AJIRI=—AlJ]]
on7s 230 A(JI) =HDLD
I 240 J=EMTK) T
0077 IF(J=K) 200:2004250
0078 250 KI=K-N T T
0079 CU 260 [=1,N
00 B0 KI=KI+N
0031 HOL D=A{KT}
0082 JI=KI-K+J -
00E&3 AIKIi=—-4{JT)
ATTY:I™ 260 A{JI) =HOLD )
QDES GD TU 200
FORTRAN v G LEVEL 21 MINV -
B 270 HETURN -
ooe7 END
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